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PROJECT SUMMARY

Constrained by limited computational resources, lightweight models are widely used in
edge devices, like unmanned aerial vehicle's companion computers. However, these
lightweight models are often not as powerful as large models, thus leading to
insufficient performance. This performance gap can be mitigated through knowledge
distillation, a technique that transfers knowledge from a teacher model (typically a
heavyweight model) to a smaller student model. However, most proposed knowledge
distillation approaches concentrate on image classification, which can not be directly
transmitted to dense prediction tasks like semantic segmentation. To improve
lightweight models’ performance for dense prediction tasks, this paper introduces
EfficientKD, an innovative and efficient knowledge distillation approach tailored for
semantic segmentation tasks. EfficientKD consists of two pivotal components: feature
alignment knowledge distillation, which streamlines the knowledge transfer process
from the teacher to the student model, and reused decode head, which further
enhances the performance of semantic segmentation. Comprehensive experiments
on the ADE20K dataset substantiate both the effectiveness and efficiency of our
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proposed method.
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