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PROJECT SUMMARY

Visual saliency prediction is an active research area with applications in selective
quality improvement features, such as image and video compression, and backlight
local dimming. Despite its Iimportance, current saliency prediction datasets
predominantly consist of real-world scene images, with limited video samples and no
game-scene content. This limitation is due to the challenges of human annotation and
the need for specialized hardware such as eye trackers. One of the aims of the project
Is to address this gap by creating a gaming-specific dataset and developing models
optimized for limited gaming data to enhance saliency prediction performance.

Another critical aspect of saliency prediction is the need for low-latency models, given
the real-time requirements of applications like video compression pipelines. To this
end, we are optimizing the latency of existing image saliency models trained on
publicly available natural scene data [1]. We have achieved approximately a 10%
iImprovement in loss through knowledge distillation and up to a 3.8x flops speedup with

an 11% deterioration in loss via channel pruning [2] for convolutional neural networks.

Building on the earlier point about data scarcity, the field faces a significant challenge

in the form of limited large datasets; even the largest image saliency datasets [1]
contain only 10,000 training and 5,000 validation data points. To mitigate this, we are

exploring methods to generate synthetic data in addition to creating new datasets.
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